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ABSTRACT  The short-term evolvability of a character is closely related to its level of additive
genetic variation. However, a large component of the variation in any one character may be
pleiotropically linked to other characters under the influence of different selective factors. Therefore,
the organization of the organism into quasi-independent modules may be an important prerequisite
for evolvability. In this paper we propose to study character evolvability in terms of conditional genetic
variation. By estimating the amount of genetic variation in a character, y, that is independent of other
characters, x, we can assess the evolvability of y when there is stabilizing selection on x. We suggest
that systematic use of conditioning may help build a picture of modular organization and quasi-
independent evolvability. As an illustration, we use this approach to assess the evolvability of floral
characters in Dalechampia scandens (Euphorbiaceae). Although our study population had relatively
low levels of genetic variation at the outset, we find evidence that conditioning may lead to substantial
further reduction in the genetic variation available for independent adaptation. This provides
additional evidence that the D. scandens blossom is constrained in its short-term evolvability. J. Exp.

Zool. (Mol. Dev. Evol.) 296B:23-39, 2003.

INTRODUCTION

Evolvability may be defined as the ability or
potential to respond to selective challenges
(Wagner and Altenberg, ’96). In evolutionary
quantitative genetics this is usually related to
the additive genetic variance, which determines
the direct ability of a trait to respond to a novel
selection pressure over one or a few generations
(e.g., Lande, ’79; Houle, '92). However, using the
additive genetic variance to predict a response to
selection may severely overestimate evolvability,
as the observed variation of a given character may
not be fully available for adaptation of that
character due to pleiotropic constraints. For
example, an unknown fraction of the new
mutational variation that appears in any one
character may be due to degenerative changes in
genes with general biological effects in the
organism, and thus carry along a set of deleterious
pleiotropic effects (Kondrashov and Turelli, '92).
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This may generate apparently usable variation in
any one character, but is unlikely to provide a
basis for permanent evolutionary change.
Mutations with widespread deleterious -effects
may be largely weeded out of standing genetic
variation, but pleiotropic constraints are still
expected on the population level, in the form of
genetic correlations between characters that are
under discordant selection. The relative stability
of organisms over evolutionary time suggests
that most characters spend the majority of time
in the vicinity of some local fitness optimum and
are therefore normally subject to stabilizing
selection (Williams, ’92; Rowe and Houle, ’96;
Hansen, ’97). A shift in the environment may
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place some characters under directional selection
until they approach a new local optimum, but this
is hardly likely to affect all characters simulta-
neously. Under this sort of mosaic selection, the
evolvability of a character is largely determined by
the part of its genetic variation that is uncon-
strained by other characters under stabilizing
selection.

Evolvability is therefore intimately related to
the modularity and integration of characters
(Olson and Miller, ’58; Berg, ’60; Riedl, ’77, ’78;
Kauffman, ’93; Cheverud, ’96a, 2001; Raff, '96;
Wagner, '96; Wagner and Altenberg, '96; Gerhart
and Kirschner, ’97; Von Dassow and Munro, ’99;
Stern, 2000; Magwene, 2001; Hansen, 2003).
Only to the extent that a character is able
to vary independently of the rest of the phenotype
can it be molded by selection in such a way that it
can be considered an independent adaptation
(Lewontin, ’78). To achieve an understanding of
evolvability, it is therefore crucial to study the
genetic variability of a character that remains
when other aspects of the organism are not
allowed to vary.

Here we propose to use estimates of conditional
genetic variance to produce a better picture
of the amount of variation that is actually
available for adaptation. We refer to the ability
of a character to evolve independently of other
(specified) characters as conditional evolvability. A
trait may be conditioned on characters that are
presumed to be under strong stabilizing selection,
so as to assess the ability to evolve without
perturbing selectively constrained characters. Al-
ternatively, it may be conditioned on developmen-
tally related traits, or earlier developmental
stages, so as to assess the effect of developmental
constraints on patterns of genetic variation.
Conditioning may also be conducted on function-
ally related characters to test whether functional
relationships are reflected in the genetic architec-
ture.

We illustrate the concept of conditional
evolvability with a study of the floral morphology
of a population of Dalechampia scandens (Eu-
phorbiaceae), a neotropical vine pollinated by
resin-collecting bees (Armbruster, '84, 85 ’96).
In a previous study (Hansen et al., 2003), we
estimated components of variation and used this
to assess the unconditional evolvability of separate
floral traits. In this paper, we study character
integration and ask how much the evolvability
may be reduced by conditioning traits on each
other.

THEORY

Conditional evolvability

Under natural conditions most characters may
be constrained by genetic and phenotypic correla-
tions with other parts of the organism that are
under stabilizing selection. To characterize the
component of additive genetic variation that is
actually available for adaptation, we consider two
multivariate characters as described by their trait
vectors x and y. Let y be the character under
directional selection and let x represent a char-
acter under strong stabilizing selection that we
suppose constrains the evolution of y. Lande’s
(’'79; Lande and Arnold, '83) equations for the
evolutionary changes in the mean -character
values, X and Y, can be written

AY = Gy By + GyBy, (1a)

AX - G;XBY + GXBX) (1b)

where G, and Gy are the genetic variance matrices
of y and x, respectively, Gyx is their genetic
covariance matrix, and B, and By are the selection
gradients on the two characters. Assuming the G-
matrix remains constant, we may sum these
equations over several generations

TAY = Gy 2By + GpZBs, (2a)

SAX = G, 2By + G,ZB,, (2b)

If we now assume that the cumulative change in X

is zero, which should be approximately true if this
character is under strong stabilizing selection, we
find that the cumulative change in Y is

TAY = (G, — GYXG,;lG'yx)sz = GypZBy,  (3)

where Gy is the genetic variance matrix of y
conditional on the genetic component of x. This
conditional genetic variance matrix thus describes
the evolvability of one character when another is
not allowed to change. Note that it would not be
legitimate to assume that there is no change in X
over the first generation. Even if character x is
under stabilizing selection it may change due to
both indirect selection and correlated response to
selection on character y. However, this would then
be compensated by direct selection on x in
subsequent generations making it more reason-
able to assume that the cumulative change is zero.
Furthermore, the assumptions of strong stabiliz-
ing selection and zero change in X are only
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heuristic, and not strictly necessary, as it can be
shown that Gy | determines the rate of response in
Y whenever X is in a steady state even when X is
displaced from its optimum (Hansen, 2003). Of
course, unbreakable constraints would result in a
trade-off where both characters are kept away
from their individual optima.

It is worth pointing out that Gy« does contain
sources of variation that are shared with x.
Consider the following simple model for the
genetic variances of x and y, which we now for
illustration assume are univariate,

Gy = gy + gy

(4)
GX - gx + gyx

Here, gy is a component of variance that is shared
between the traits, while g, and g; are trait-
specific components of variation. If we assume
these three sources of variation are independent,
the conditional genetic variance becomes
Gy = gy + %
From this we see that a certain fraction of the
shared variance can also be used in a response to
selection without compromising the constraining
character. This fraction is equal to the percent of
variance in the constraining character, x, that is
not shared with y. Thus, if a trait is only sharing
its variation with characters that have ample
independent sources of variation, its evolvability
will not be hampered. This demonstrates that our
measure of evolvability allows for compensatory
change in the genetic basis of the constraining
traits, and that phrases such as ‘variation
independent of other traits’’ should be interpreted
in this sense.

(5)

Conditioning on genotypic versus
phenotypic value

Zhu ('95) suggested estimating the amount of
genetic variation at a later developmental stage
that was independent of an earlier developmental
stage by using a phenotypic regression of late on
early stage and subject the residuals to quantita-
tive genetic analysis. This approach can be
straightforwardly generalized to any pair of
(multivariate) characters. This procedure esti-
mates the genetic component of the conditional
phenotypic variance, which we will denote Gy |px.
Thus, Gy |px is conditional on the phenotypic, not
genotypic, value of the x-character. Therefore,
Gy|px and Gy|x are not the same, and may be

considered alternative measures of conditional
evolvability.

Conditioning on the phenotypic value may
provide a better prediction for selection response
in a single generation, as stabilizing selection will
act to keep the phenotypic rather than the
genotypic mean constant. However, indirect selec-
tion will then allow a genotypic response in the x-
variable by creating a negative G x E correlation.
As the change in the non-genetic component of x
will usually not be transferred to the next
generation, we expect to find X displaced from its
optimum in the next generation. Thus, the extra
evolvability that this allows may be offset by
selection on x in the next generation. Therefore,
Gy|x may be the better predictor of evolvability
over several generations.

Although this makes Gy |« the preferred measure
of evolvability from a theoretical point of view,
Gy |px can be estimated with better accuracy and
much less computational effort (see methods). It
can also be used to assess the effects of condition-
ing on dominance, epistatic, maternal, and envir-
onmental components of variance. In this study
we report both measures.

MATERIALS AND METHODS

Materials and experimental design

The plants used for estimation of quantitative
genetic parameters derive from seeds collected
from 84 separate individual D. scandens near
Tulum, Mexico. Four additional populations, one
from Mexico and three from Venezuela where
used to study interpopulation differences. These
also are derived from field-collected seeds. The
treatment of plants is described in Hansen et al.
(2003).

The genetic study was designed as a block diallel
where 12 sets of five parental individuals grown
from the field-collected seeds were combined into
12 complete 5x5 diallels with reciprocals. Two
individuals were raised from each mating; thus
there where four full sibs from each parental pair.

Traits and measurements

The pseudanthial D. scandens blossom is com-
posed of two large involucral bracts, usually 10
male flowers, three female flowers and a large
resin-secreting gland. We measured a number of
traits early in the bisexual stage of the blossom.
These are shown in Figure 1 and Table 1.
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Fig. 1. A) Side-view of Dalechampia scandens blossom,
indicating gland-anther distance (GAD), gland-stigma dis-
tance (GSD), and anther-stigma distance (ASD). B) Exploded

The white-to-greenish involucral bracts open
during the day to expose the flowers to pollinators
and they probably have a signaling function
analogous to petals. They also have a protective

view showing remaining floral measurements (see text for
explanation).

function, as they close over the blossom during
night and are closed during development of both
the bud and the maturing fruits (Armbruster, 96).
We measured the width and lengths of the bracts.
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The upper and lower bract widths are designated
UBW and LBW, respectively. The upper and lower
bract lengths, UBL and LBL, are averages of the

lengths from the bract base to the tip of the three
lobes.

The male flowers are arranged in three
branches of three flowers each, surrounding a
single central (terminal) flower. The central flower
is always the first to open and remains the only
open flower for at least one day. All measures of
male flowers involve this central flower. We
measured the gland-anther distance, GAD, which
is important as it determines the minimum size a
bee must be to receive pollen (Armbruster, ’88,
’90). We also measured the diameter of the stamen
cluster of the central male flower, CMD, and the
anther-stigma distance, ASD, the distance from
the central male flower to the stigma of the central
female flower. The anther-stigma distance affects
the probability of self pollination (Armbruster,
’88). The gland-stigma distance, GSD, is the
average of the shortest distances from each of
the three female stigmas to the gland and is
likewise important in determining what sized bee
can pollinate the blossom.

In addition to GSD, we also measured the length
of the style and width of the stigmatic tip of the
three female flowers. The style length, SL, and
stigma width, SW, are averages of these. The style
length affects GSD and ASD. The distance from
gland to flowers is also affected by the size of the
gland and, in case of GSD, the length of the
peduncle (PDL) of the male cymule. A long
peduncle will bring the gland and the male flowers
closer to the stigma tip.

The gland is composed of two symmetric lobes.
We measured the height, width and depth of the
two lobes. Averages of the two sides were used to
form the gland depth, GD, and gland height, GH.
The gland width, GW, was made as a single
measurement. The gland area, GA = GH x GW,
is a measure of the resin-secreting surface which is
correlated with the standing crop of resin that the
blossom can offer to pollinators, and in turn
influences what bees are attracted (Armbruster,
’84). The gland is composed of some 15 to 30 resin-
secreting bractlets. The number of bractlets, GN,
is an important determinant of gland size.

Measures were taken by two observers. Data set
1 was measured by CP on two blossoms from each
individual without dissecting the blossom. Data
set 2 was measured with dissection by TFH on one
blossom from each of only two individuals from
each full-sib family. The traits GN, GD, CMD, SL
and PDL are only available in the second data set.
Except when some of these traits are involved we
use data set 1 for univariate analyses and
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TABLE 1. Trait definitions, means and evolvabilities: Based on analysis presented in Hansen et al. (2003)

Trait Measurement Mean Evolvability (I,)
UBW (Upper Bract Width) 20.59+0.24 0.31% +0.09%
UBL (Upper Bract Length) (UBL;+UBL.+UBLgR)/3 17.55+0.21 0.25% +0.07%
LBW (Lower Bract Width) 20.73+0.31 0.34% +0.10%
LBL (Lower Bract Length) (LBL; +LBL.+LBLRg)/3 18.614+0.23 0.28% +0.08%
GAD (Gland-Anther Distance) 4.66+0.05 0.12% +0.06%
GSD (Gland-Stigma Distance) (GSDy,+GSD.+GSDg)/3 4.64+0.06 0.48% +0.14%
ASD (Anther-Stigma Distance) 3.62+0.08 1.71% +0.56%
CMD (Central Male flower Diam.) 279+0.03 0.15% 4-0.09%
GW (Gland Width) 6.61+0.08 0.11% +0.05%
GH (Gland Height) (GH+GHgy)/2 2.92+0.05 0.33% +0.13%
GD (Gland Depth) (GD,+GDg)/2 2.96+0.03 0.35% 4+-0.13%
GN (Gland Number) # bractlets in gland 21.22+0.49 1.46% +0.58%
GA (Gland Area) GH*GW 19.56+0.53 0.78% +0.31%
PDL (PeDuncle Length) 3.16+0.06 0.98% +0.50%
SL (Style Length) (SLy +SLc+SLg)/3 6.27+0.11 0.49% +0.23%
SW (Style Width) (SW1+SWc+SWg)/3 1.35+0.02 0.33% +0.11%

Abbreviations in the measurement column refer to Figure 1. The evolvability is measured with Ix=G,/ Mean?(+SE).

phenotypic conditioning. We use only data set 2,
however, for genetic conditioning and genetic
correlations, as it was not computationally feasible
to do multivariate analyses on data set 1.

Measuring evolvabilities

Ignoring constraints, the ability of a population
to respond to a directional selection pressure is
largely determined by the additive genetic var-
iance. Short-term, or ‘‘population,” evolvability
has traditionally been measured by the heritabil-
ity, h%, the ratio of additive genetic to phenotypic
variance. Unfortunately, heritabilities are not
suitable as measures of evolvability due to the
strong correlations between additive genetic and
environmental sources of variation, and the
tendency for h® to be negatively correlated with
its associated measure of selection strength, the
selection differential, S. For traits on a ratio scale,
a mean-standardized additive genetic variance
may be a more appropriate measure of evolvability
(Houle, ’92). As discussed in Hansen et al. (2003),
I, the additive genetic variance divided by the
square of the trait mean, is an operational
measure of population evolvability, as it, under
certain assumptions, equals the percentage ex-
pected evolutionary response to a unit strength of
directional selection, ¢, where ¢ is the (invariant)
strength of selection on fitness. Thus, the I, of a
trait is interpretable as the response the trait
would show if selection were to be as strong as

selection on fitness itself. We will use this as our
measure of evolvability.

Statistics

The pedigree consisting of full sibs, half sibs,
and some other types of relatives (described in
Hansen et al., 2003) was analyzed statistically as
described in Lynch and Walsh (°98, chaps. 26 and
27) with a mixed model implemented into PROC
MIXED in SAS 6.12 by use of the TYPE = LIN
general linear variance structure and restricted
maximum likelihood (REML) estimation of var-
iance components. We included an additive genetic
effect in all analyses. In the analyses involving
data set 1, but not data set 2, we also included
stage (i.e., one, two, or three male flowers open) as
a fixed effect, and, as there are two blossoms from
each individual in this set, we included individual
as a random effect.

Maternal and dominance effects were unimpor-
tant for all traits (Hansen et al., 2003) and were
not included in the analysis. There was some
temporal variation in blossom traits, but as this
did not much affect the estimates of genetic
variance components (Hansen et al., 2003), it
was not included in the present analysis.

Results from the two data sets were largely
consistent, but the estimates of additive genetic
variance tended to be slightly higher in data set 2.
One important trait, GA, showed much higher
levels of genetic variance in data set 2. In this case,
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we believe the estimate from data set 1 is the most
accurate, because the estimate of selfed-sib var-
iance from data set 2 was more consistent with the
former (not shown).

Genetic covariances were estimated from
data set 2 by combining pairs of traits into a
single response vector and including a ‘“trait”
variable as both a fixed and a random effect
(Searle et al., ’92; Hansen and Boonstra, 2000).
The interaction of trait and parents was used as
random effect and three coefficient matrices were
used: two corresponding to the additive genetic
variances of the traits and one to their additive
genetic covariance. A residual covariance was also
included. Each pair of traits was analyzed sepa-
rately and no other variance components were
included.

Genetic variances and covariances conditional
on genetic values of other traits (i.e., Gyx-
matrices) were computed from the entire G-matrix
by substituting the appropriate elements into the
equation Gy|x = Gy — GyxGx leX. The genetic
components of conditional phenotypic variability
(i.e., the Gy px-matrices) were computed from data
set 1 by including the x-variables as fixed effects in
the mixed model, assuming the slope of the effect
is the same within each stage. Including the x-
variables directly as covariates in the mixed model
is slightly different from Zhu’s ('95) suggested
analysis of residuals. Our approach allows for
generalized least squares estimation of the regres-
sion slope that takes the family structure into
account.

We will report the effect of conditioning as a
percent reduction in variance as compared to the
unconditional variance. In the case of genotypic
conditioning this is equivalent to 1 — R?, where R?
is the square of the multiple correlation coefficient
of the genetic value of y with the genetic values of
the x variables (Anderson, ’84). The interpretation
is similar for conditioning on the phenotype, but
note that the additive genetic variance may
actually increase after conditioning, as all variance
components are computed anew from the resi-
duals.

Standard errors of Is-evolvabilities were com-
puted using a standard approximation for the
variance of a ratio (Lynch and Walsh, ’98, p. 818).
Standard errors of the percent reduction in
evolvability due to phenotypic conditioning in
Table 2, were, however, based only on the
sampling error of the conditional variance, as the
sampling errors of conditional and unconditional
variance are likely to be strongly correlated.

As conditional genetic variances are estimated
as functions of REML estimated variance compo-
nents, they are themselves maximum-likelihood
estimators. This because the maximum-likelihood
estimate of a function of parameters is equal to the
same function applied to the maximum-likelihood
estimates of the parameters (Anderson, ’84). This
guarantees consistency, as well as asymptotic
normality and efficiency of the estimator. Genetic
variances conditional on phenotypic values are
estimated directly as variance components and are
thus REML estimators.

Although REML estimators of variance compo-
nents are unbiased, our estimator of Gy« is biased.
This bias is comparable to the bias of correlations
computed from estimates of variances and covar-
iances. We can derive a rough approximation for
the case were both x and y are univariate. We start
with computing the expectation of the estimator
using an approximation for the expectation of a
ratio (Liynch and Walsh ’98, p. 818):

EG,,] = E[G] - E[G,G; Gy
E[G] Cov[G},, G,
~E[G,] - E[[ nyﬁ <1+CV[GX}2 - %)
X p2¢ X

(6)
where CV means coefficient of variation. The
expectations pertain to the sampling distribution
of the variance components. The covariance in the
last term will go to zero as the sampling distribu-
tion approaches normality. Ignoring this term,
and assuming that the estimates of the variance
components are unbiased, gives the following as
an asymptotic large-sample expression for the bias

Bias = E[G,;,] — Gyjs
__VarlG,] ,, CVIG]*
~~ G (1 +CV[G,] +CV[GYX]2>. (7)

Thus, ML estimates of conditional variances are
on average smaller than the true value. It is
possible to use (7) as a bias correction, but a bias-
corrected estimator is no longer maximum like-
lihood, and we will therefore base or discussion on
uncorrected estimators. The bias is, however,
important to take into account when making
general comparisons of variances conditional on
genotype with variances conditional on phenotype
(which are unbiased) and with pure phenotypic
conditional variances (which are less biased due to
more precise estimates of the variance compo-
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nents) (see Cheverud, 88, 96b for discussion of
this point in relation to the comparison of genetic
and phenotypic correlations). Equation (7), and a
similar consideration of sampling variance (not
shown) also show that conditional variances are
extremely unreliable if the variance of the con-
straining variable, x, is close to zero. Since the
genetic variance components in our population are
all rather small (Hansen et al., 2003), this means
that conditioning on genotype is not very accurate.
As illustrated in Table 2, the estimated bias is
often on the order of 20-30% in our data. For this
reason, conditioning on phenotypic values may be
more reliable. In general, conditioning on geno-
typic values with nonsignificant variances will be
unreliable and should be avoided.

RESULTS

Evolvabilities

Estimates of I, for the floral traits are given in
Table 1. This shows that if the strengths of
selection on these traits are less than 1¢ (i.e., less
than the strength of selection on fitness) during
realistic shifts in the selective environment,
evolutionary responses are likely to be on the
order of a fraction of a percent per generation.
Hence, the traits have rather low short-term
evolvabilities even when genetic correlations are
ignored.

These unconditional evolvabilities are upper
limits, as they do not take into account constraints
due to correlations among characters. As the
genetic correlations given in Appendix A are
generally high, we expect the realized evolvability
of any subset of traits to be reduced. In Figure 2
we illustrate this by showing the effects on
evolvabilities of conditioning on two traits that
may often be under stabilizing selection, involu-
cral bract size (UBW) and gland area (GA).

Evolvability conditional on bract size

Due to their important protective function, the
involucral bracts may often be under stabilizing
selection. The bracts need to fit together and cover
the blossom during growth, at night, and finally as
the fruit develops. Fruit size in particular may be
an important constraining factor (Primack, ’87).
Bract size may also be a proxy for the overall size
of the blossom. To see how much of the evolva-
bility of other blossom traits is tied to this
important character, we conditioned on upper-
bract width (UBW) as shown in Table 2. We also
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Fig. 2. Conditional evolvability: The columns show the
reduction in evolvability, measured as I,, due to genetic
conditioning on A) Upper bract width (UBW) and B) Gland
area (GA). In B) the effect of conditioning on GA and UBW
simultaneously is also shown.

conditioned on upper and lower bract widths
together, obtaining very similar results for non-
bract traits (not shown). This indicates that the
upper and lower bract have similar influences on
the rest of the blossom.

Keeping the bract size phenotypically fixed led
to low to moderate reductions in the genetic
variance of most non-bract traits. Gland-anther
distance (GAD) and style width (SW) even showed
an increase in additive genetic variance, but this is
most likely due to estimation error. The only traits
that seemed to be seriously constrained by keeping
bract widths fixed on the phenotypic level were
some of the other bract dimensions.

This indicates that the single-generation evolv-
abilities of most blossom traits are not strongly
constrained by bract size. As explained in the
theory section, however, it is still possible that this
comes about through allowing a (potentially
maladaptive) correlated response in bract size.
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TABLE 2. Effects of conditioning
x=UBW! x=GA x=GAD,GSD?
Bias Gy Gy px h? Bias Gy Gypx h? Gy Gy px h?
—40% 6% 7%+3% 0.33->011 —23% 26%  69%+18% 0.33->0.34 61%  91%+22% 0.33->046
—33% 20%  28%+9% 0.34->0.26 —15% 66% 90%+25% 0.34->0.33 41%  99%+25% 0.34->0.38
—46% 6% 0%+2% 0.24->000 —27% 32%  63%+20% 024->022 82% 104%+27% 0.24->0.38
—35% 21%  20%+7% 0.30->019 —18% 63% 85%+25% 0.30->0.29 81% 104%+27% 0.30->0.40
—24% 68% 136%+57% 010->015 —27% 18%  79%+50% 010->008 42%  65%+46% 010->007
—33% 64% 94%+23% 0.29->041 —26% 46%  87%+25% 0.29->0.30 42%  87%+26% 0.29->0.27
—17% 4%  58%+20% 0.26->018 —11% 89% 87%+27% 0.26->0.24 0% 104%+29% 0.26->0.29
CMD -33% 30% 59%+45% 018->012 —24% 40% 51%+45% 018->011 0%  67%+45% 018->013
GW  —26% 39% 79%+38% 008->010 —28% 10%  28%+11% 008->019 07% 100%+53% 0.08->0.10
GH  —28% 23% 96%+36% 012->016 —29% 02%  10%+4% 012->019 35%  75%+36% 0.12->011
GD  —30% 10% 33%+17% 044->022 —25% 12%  10%+10% 044->013 0%  40%+21% 044->0.26
GN  —24% 39%  T7%+40% 027->021 —25% 20%  20%+17% 027->012 0%  94%+45% 0.27->0.26
GA  —27% 26% 83%+31% 011->014 - - - - 18%  84%+38% 0.11->011
PDL  —30% 37% 40%+38% 0.25->017 —20% 54% 57%+36% 0.25->018 46%  78%+41% 0.25->0.25
SL —42% 56%  18%+49% 012->017 —33% 42%  38%+50% 012->009 0% = 9%+33% 012->003
SW  —21% 84% 137%+29% 0.22->042 —23% 56% 116%+29% 0.22->043 59% 129%+29% 0.22->045

*For each trait the effects of conditioning on the trait(s) labeled x are shown as percent of the unconditional evolvability (i.e., of I, as given in
Table 1) that remains after conditioning. The Gy columns show the effect of conditioning on the genetic component of x, the Gy pyx columns show
the effects of conditioning on the phenotypic component of x (+SE), and the h®columns show the change in heritabilities due to phenotypic
conditioning. The bias column shows the approximate bias in the maximum-likelihood estimates of Gy x in percent of the unconditional additive
genetic variance of the trait. Note that heritabilities, and conditioning on phenotype are based on the larger data set 1 when possible, while
conditioning on genotype and all analyses involving CMD, GD, GN, PDL and SL are based on the smaller data set 2.

'UBW itself conditioned on LBW.
2GAD and GSD conditioned only on each other.

Keeping the genetic value of bract size fixed led to
a more severe reduction in evolvability for most
traits, suggesting that their evolvability over more
than one generation would be significantly re-
duced by stabilizing selection on bract size or
overall blossom size. It should, however, be noted
that much of this discrepancy may be due to bias
in the estimates.

Evolvability conditional
on pollination traits

The gland area (GA), gland-anther distance
(GAD) and gland-stigma distance (GSD) are traits
with known function in pollination. After a
population has adapted to a given selection
regime, we expect these traits to be under
stabilizing selection. It is thus of interest to assess
the extent to which they may constrain the
evolution of the other blossom traits. Table 2
shows the effects of conditioning on these traits.
Conditioning on the phenotypic value of gland
area produced a moderate reduction in genetic
variance for many traits, but usually not more
than 50% (excepting the other gland traits, which
not surprisingly were strongly constrained by GA).

The positions of the flowers as measured by GAD
and GSD seemed to have less effect on most traits.

Conditioning on the genotypic value of GA
reduced evolvability to 40%-70% of the uncondi-
tional value for most traits. This is qualitatively
similar to the effects of conditioning on bract size,
but the differences between phenotypic and
genotypic conditioning were less pronounced for
GA than for bract size. Keeping GAD and GSD
genotypically fixed led to a near complete removal
of genetic variation for many traits, but this result
is probably invalid due to the rather low levels of
genetic variation in GAD and GSD. The condition-
ing on phenotypic values did not point to strong
constraints for most traits.

Architecture of the gland

In addition to assessing evolvability, condition-
ing can be used to dissect the variational archi-
tecture of a character, and estimate its degree of
integration. The resin-producing gland is a novel
structure, unique to Dalechampia, composed of a
set of tightly packed bractlets that secrete resin
from their edges. The gland area (GA = GH x GW)
approximates the area of exposed resin-secreting
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Fig. 3. Variational architecture of the gland: Arrows
indicate the amount of variance in the target trait that is
explained by the trait at the origin of the arrow. A) Structure
of phenotypic variance. B) Structure of additive genetic

» GD

edges and can be considered as a proxy for the
average standing crop of resin (Armbruster, ’84,
but cf. Armbruster and Steiner, ’92). The use of
resin as a reward for pollinators probably evolved
as an exaptation from a floral defense system,
where defense resins were produced by bractlets
subtending individual male flowers or arms of
male flowers (Armbruster et al., ’97). The evolu-
tion of the gland thus involved extensive reorga-
nization that may have involved migration and
duplication of bractlets as well as the elimination
of all structures but the bractlets from one or two

T.F. HANSEN ET AL.

variance. Each arrow shows % additive genetic variance
explained by genetic conditioning and, in parenthesis, %
additive genetic variance explained by phenotypic condition-
ing.

inflorescence arms. In D. scandens the gland
consists of two lobes, derived from two arms of
male flowers (Froebe and Magin, '93), and each
built from 3-4 stacks of bractlets.

The structure of phenotypic variation in the
gland is illustrated in Figure 3A. This is based on
data set 2 and includes selfed individuals. We first
observe that 75% of the variance in GA (broken
down as 82% of the variance in GH and 70% of the
variance in GW) is explained by the number of
bractlets in the gland (GN) and the gland depth
(GD). We may think of GD as a proxy for the size
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of individual bractlets, as it corresponds closely to
the length of the bractlets in the major stacks.
Individually, GN and GD explained 53% and 56%
of the variation in GA, respectively. Furthermore,
the number and size of bractlets are relatively
independent. The number of bractlets explained
just 22% of variation in GD, and this was reduced
to 13-15% when overall size in terms of UBW or
PDL was controlled for. In conclusion, the pheno-
typic variance in GA was largely explained by
equal contributions of two moderately indepen-
dent components, GN and GD, which may be
equated with the number and size of bractlets,
respectively.

The number of bractlets appears to be phenoty-
pically independent of overall blossom size, as the
two size-related traits UBW and PDL each
explained only 3% of the variance in GN. The
overall blossom size-related variation in GA must
then be mediated through bractlet size. This is
consistent with UBW and PDL explaining 26%
and 22% of the variation in GA, and 32% and 27%
of the variation in GD, respectively. Furthermore,
adding UBW or PDL to GD and GN as explanatory
variables for GA only increased the variance
explained by 2%.

We may expect the genetic variation in
gland area to be structured in a similar way to
the phenotypic variation, with two independent
components of which only one is correlated
with overall blossom size. It turned out, however,
that the genetic component of variation was
much more integrated (Fig. 3B). First, both
GN and GD individually explained more
of the genetic variance in GA. Conditioning
GA on GN explained 80% (72% when conditioned
on phenotypic value) of the genetic variance,
and conditioning on GD explained 88% (84%).
Second, conditioning GA on GD and GN com-
bined explained over 92% (91%) of the genetic
variation. Third, the genetic effects of GD and
GN seemed to be correlated. Genetic conditioning
indicated that they share 70% of their
genetic variance, but oddly, only 3% of the genetic
variance in GD was explained by conditioning
on the phenotypic value of GN (61% explained
when GN is conditioned on phenotypic value of
GD). Finally, the genetic component of GN seems
to be dependent on blossom size, as 61% (23%) and
50% (17%) of the genetic variances are accounted
for by conditioning on UBW and PDL, respec-
tively.

One interpretation of these results is that,
although the gland has two morphologically ““‘in-

dependent” sources of variation in the size and
number of bractlets, these sources of variation
may have become integrated on the genetic level.
Integration was also supported by very high
genetic correlations among the three gland dimen-
sions GW, GH and GD. The correlations remained
high after conditioning on UBW, PDL, or GAD
(not shown), and are therefore not obviously
related to a general blossom-level or cymule-level
acquisition effect. Neither were the correlations
much reduced when conditioned on bractlet
number (not shown), and we conclude that all
components of variation seem to constrain the
independent evolution of the three gland dimen-
sions.

Evolvability of the gland in relation
to interpopulation variation

What is the relationship of these patterns of
within-population variation to variation among
populations? In Figure 4 we used the genetic
model for gland area derived in the previous
section to predict variation among five distinct
populations. These include a nearby Mexican
population (Chetumal), with slightly larger blos-
soms, and three widely separated Venezuelan
populations (Tovar, Caracas, and Puerto Ayacu-
cho) with smaller blossoms adapted to pollination
by smaller bees. The success of this prediction
suggests that the variation among populations
indeed bears resemblance to the genetic architec-
ture of the Tulum population. However, there
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Fig. 4. Observed gland area across populations against
gland area predicted from within-population variation: Gland
area (GA) is predicted from gland depth (GD) and bractlet
number (GN) in the populations according to the equation GA
= 11.34GD + 0.49GN, where 11.34 and 0.49 are the partial
genetic regressions of GA on GD and GN, respectively, as
computed from the Tulum population.
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were also aspects of the interpopulation variation
that are not predicted from the genetic variation
in the Tulum population. The genetic analysis
found the number of bractlets in the gland to be
evolvable and linked to the majority of the genetic
variation in GA. We would therefore predict
differences in bractlet number to be the major
source of among-population variation in GA. This
was not the case. Four of the five populations had
roughly similar numbers of gland bractlets. Only
in the very small-glanded Caracas population does
gland reduction appear to involve loss of bractlets,
and even in this population the loss is less than
predicted.

If the strong genetic correlations between gland
dimensions constitute an evolutionary constraint,
populations with different gland sizes should fall
on common trajectories predicted by within-
population genetic regressions (e.g., Armbruster,
’91; Schluter, 96, 2000). Figure 5 shows that
differences in gland dimensions among the five
populations indeed conform to predictions from
the pattern of variation within the Tulum popula-
tion. One discrepancy is the Tovar population,
which seems to have glands that are wider than
predicted from their height and depth. Figure 5A
also shows that among-population variation in GA
is predicted about equally well from GD whether
GN is held fixed or not. Holding GN fixed
improves the prediction for the nearby Chetumal
population, but tends to compromise the predic-
tion for the distant Venezuelan populations. Thus,
the gland difference between the two Mexican
populations is consistent with a simple change in
bractlet size. The differences between Mexican
and Venezuelan populations are more complex
and may involve changes in size, number, and
arrangement of bractlets. This is consistent with
the greater genetic distance between the South
American populations and the two closely related
Mexican populations (unpubl. data).

DISCUSSION

Not surprisingly, we found that conditional
evolvabilities may be less than evolvabilities
predicted under the assumption that all the
additive genetic variance of a character is available
for adaptation. The variance removed by condi-
tioning on phenotypic values of individual char-
acters was small to moderate when the traits were
not closely related developmentally. Conditioning
on genetic values led to more severe reductions in
evolvability, although part of this may be due to
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Fig. 5. Predicting interpopulation variation from within-
population variation in gland dimensions: The five points are
five distinct Dalechampia scandens populations. The solid line
is the genetic regression based on the Tulum population. The
dashed line is the partial genetic regression when number of
bractlets (GN) is controlled for. The lines are forced through
the position of the Tulum population. (A) Gland area in
relation to gland depth, which is a proxy for the size of the
bractlets. (B) Gland width in relation to gland height. In both
cases the prediction for the more closely related Chetumal
population is better when bractlet number is kept fixed, while
the prediction for the more distant Venezuelan populations is
better when also bractlet number is allowed to vary. The mean
bractlet number (+ SE) for the five popualtions are: Caracas:
17.51 + 0.55, Puerto Ayacucho: 20.06 + 0.85, Tovar: 21.00 +
0.39, Chetumal: 21.39 + 0.50, and Tulum: 21.47 4+ 0.24.

bias in the estimates. If taken at face value, the
results mean that single-generation evolvabilities
are not strongly constrained by other characters
individually, but over several generations con-
straints may be more severe.

These results reinforce the rather low evolva-
bility of the blossoms reported by Hansen et al.
(2003). It is noteworthy that this conclusion is
reached for traits that seem to be evolutionary
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labile at the interpopulation and species level
(Armbruster, ’85, ’88, ’93). Although we have been
able to explain some of the geographic variation in
blossom morphology with selection models, the
majority of variation is still unaccounted for
(Armbruster, ’90; Hansen et al., 2000). This may
be due to geographic variation in selective factors
not included in our crude selection models or it
may be a reflection of genetic constraints. The low
evolvabilities suggest that local populations may
be unable to track rapid environmental changes,
such as may occur with changes in the composition
of bee communities or with changes in the relative
abundance of competing Dalechampia species.

We expect the conditional genetic variance to
decrease even further as more characters are
included in the conditioning, and the evolvability
may in reality be determined by the genetic
variation that remains when all functionally
unrelated traits are held fixed. In our data the
rather low levels of genetic variation found at the
outset made it unfeasible to condition on many
variables at once, and it remains an open question
how much further the evolvability would be
reduced. Several studies have shown that a large
amount of multivariate genetic variation within
and among species can be explained by very few
degrees of freedom (Bjorklund, ’96; Schluter, 2000,
chap. 9; Houle, 2001). This suggests that the
independent evolvability of single characters may
often be very low, and selection may be forced to
act on suites of characters along genetic lines of
least resistance (Schluter, ’96). If true, this means
that genetic constraints may be crucial in under-
standing evolutionary change, and explains why
patterns of quantitative genetic variation some-
times do resemble among-species variation (e.g.,
Mitchell-Olds, ’96; Schluter, ’96; Andersson, '97;
Merilda and Bjorklund, ’99; this study; but see
Herrera et al.,, 2002 for a botanical counter
example).

Wagner (’96) suggested that modularity might
evolve through a mosaic combination of stabilizing
and recurring directional selection. This may favor
the suppression of genes with pleiotropic effects on
characters that do not tend to be selected in
concert and an enhancement of genes with
pleiotropic effects on functionally related charac-
ters. The result is a parcellation of characters
along functional lines that may enhance the
evolvability of the organism. Diggle (°92) and
Conner and Via (’93) provide some possible
examples of functional integration in floral evolu-
tion that may be interpreted in this light. As there

seems to have been repeated shifts between a few
well-defined adaptive regimes, D. scandens blos-
soms are good candidates for this type of selection.
We may thus predict that functionally related
traits such as GA, GAD, and GSD should become
genetically integrated (Armbruster, '91; Armbrus-
ter and Schwaegerle, ’96). The strong genetic
correlations among these morphologically rather
separate traits (which were not much reduced by
conditioning on other traits), are consistent with
this hypothesis, but the rather low levels of genetic
variation in GAD and GSD make this a tentative
result. The genetic architecture of the gland itself
provides stronger evidence for Wagner’s hypoth-
esis. At the morphological level, gland variation
seems to have two largely independent sources,
which we interpreted as variation in the size and
number of bractlets. On the genetic level, how-
ever, these two sources appears to be more
integrated, as the Wagner hypothesis predicts if
there has been shifting directional selection on
gland size, as ecological data suggest has been the
case (Armbruster, ’85; Hansen et al., 2000).

One trait that was severely affected by con-
ditioning was style length, SL, conditioned on
gland-stigma distance, GSD. Although this is
partly a consequence of both traits being affected
by the position of the style tip, it is nevertheless a
biologically significant constraint. Sexual selection
in Dalechampia, as manifested through pollen
competition, should select for longer styles
(Armbruster, ’96, 2001). This is because the large
stigmatic surface, which extends more than half-
way down the style in D. scandens creates the
potential for huge variance in the distance that
pollen tubes grow to reach the ovules, thus
compromising the effectiveness of ‘“‘genetic screen-
ing’’ though pollen competition (Armbruster et al.,
’95). The only way to “correct’ this is to confine
the stigmatic surface to the style tip (involving
dramatic expansion of the tip if stigmatic area is to
remain constant) or increase the distance tubes
must grow. While the former has evolved in a few
species, it appears to be of limited evolvability in
D. scandens and its relatives (Armbruster et al.,
’95). The even more severe constraint on the
evolution of style length imposed by stabilizing
selection on GSD may have led to the unusual
“solution’ of increasing the length of pollen-tube
growth without changing the stigmatic fit with
pollinators: bidirectional pollen-tube growth
in pollen landing on the stigmatic surfaces
on the sides of the style (Armbruster et al., ’95;
Armbruster, ’96).
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Zhu (’95) was the first to suggest explicitly
that genetic variation could be conditioned
on the phenotypic values of other characters, and
this was applied to study late growth
independently of early growth in lab mice (Atchley
and Zhu, ’97). An interesting botanical application
is provided by the recent work of Worley and
Barrett (2000), who studied the trade-off between
flower size and number in the emergent aquatic
plant Eichhornia paniculata. They estimated the
change in additive genetic variances and correla-
tions due to holding fixed two phenotypic variables
related to inflorescence size. They found a 40%
decrease in the additive genetic variance of flower
size and a 10% decrease for flower number. They
also found a minor change in the genetic correla-
tion between these two traits from 0.15-0.18 to
—0.07. This was interpreted as removing some
common acquisition variation at the level of the
inflorescence.

Of course, any study that corrects for size or
related variables before computing genetic var-
iance components employs phenotypic condition-
ing, but the reduction in genetic variation has
rarely been interpreted as a measure of evolu-
tionary constraint. This may be because the
common, but in our view mistaken, use of
heritability as a measure of evolvability (see
Houle, '92; Hansen et al., 2003) will obscure the
effects of conditioning, because the reduction in
genetic and phenotypic variances will tend to
cancel. In our data, heritabilities sometimes
increased, sometimes decreased, and were some-
times left unaffected by conditioning (Table 2).

Conditioning is essentially a tool for studying
variance matrices and can be used along with
techniques such as common principal components,
factor analysis or other methods (e.g., Wagner ’84;
Zelditch, ’88; Cheverud et al., ’89; Schluter, ’96;
Steppan, ’97; Steppan et al., 2002) to dissect the
variational structure of a character. There is no
particular statistical advantage to conditioning,
but there are conceptual benefits. We have
demonstrated that conditional variances have a
clear theoretical relation to evolvability, and may
therefore be useful when studies focus on evolva-
bility or genetic constraints. Conditioning is also a
natural tool for the study of modularity, as it
allows assessment of the relative independence of
character complexes (see Olson and Miller, ’58;
Cheverud, '96a; Mezey et al., 2000; Magwene,
2001 for related ideas).

The extent to which genetic variation can be
used to infer underlying genetic structure is an

open question. Linking genetic correlation to
functional organization of the organism has been
criticized; especially in relation to detecting
negative pleiotropy in the face of variation in
general vigor genes (Charlesworth, ’90; Houle, ’91;
de Jong and van Noordwijk, ’92; Fry, ’93). It is also
clear that different sorts of pleiotropy may cancel
and produce little genetic correlation on average
(e.g., Baatz and Wagner, ’97). Although patterns of
pleiotropy can thus not be inferred directly from
genetic correlations, it may still be possible to test
hypotheses about modularity against estimates of
the amount of variation that is left after con-
ditioning on other characters. After all, if a
character is to be considered a quasi-independent
module, there must exist some genetic variation
that is independent of the rest of the organism.
For example, Berg’s (’60) hypothesis that floral
and vegetative traits constitute independent mod-
ules, or ‘“‘correlation pleiades,” in plants could be
investigated by conditioning floral on vegetative
traits and vice versa (see Conner and Sterling, 95,
’96; Waitt and Levin, ’98; Armbruster et al., ’99;
Magwene, 2001; Herrera et al., 2002).

It may also be objected that segregating genetic
variation is an ephemeral aspect of evolvability,
important for short-term adjustments to minor
variation in adaptive optima, but perhaps less
relevant for long-term adaptation to significant
changes in the environment. One aspect of this
problem is that genetic variances and covariances
are not merely a reflection of variability, but are
also directly influenced by stabilizing selection
acting on the character (Wagner, ’89; Arnold, '92;
Wagner et al., ’97). Thus, the ability of the genetic
system to produce variation is confounded with
the effects of selection on that variation. This
suggests that studies of evolvability should rather
focus on mutational variation, which may provide
a more direct window into the genotype-phenotype
map than the study of segregating variation.

On the other hand, the estimation of mutational
variance matrices is notoriously difficult (see e.g.,
Camara and Pigliucci, 99 for an attempt with
Arabidopsis). We also note that an unknown
quantity of new mutations may be unavailable
for adaptation due to deleterious pleiotropic side
effects. Mutations in general housekeeping genes
or in the coding region of genes expressed in a
multitude of tissues or circumstances may intro-
duce variation in a given phenotypic character,
but this variation cannot be effectively utilized by
selection on the character. Galis (’99) suggests an
intriguing example in which apparent genetic
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variability in the number of mammalian neck
vertebrae is rendered useless by pleiotropic effects
on cancer risk. In other words, evolvability is
constrained by internal selection (see Galis and
Metz, 2001; Galis et al., 2001 for further exam-
ples). We want to eliminate such constrained
variation from a measure of character evolvability.
It may be possible to address this problem by
conditioning on a measure of background fitness
independent of trait in question; but if this is not
practical, standing genetic variation has the
advantage, relative to mutational variation, of
being somewhat pruned of this confounding
component of variation.

A final problem is that genetic variation is likely
to change during a prolonged response to selection
(e.g., Turelli, ’88; Arnold, ’92). This is partially for
the simple reason that alleles may go to fixation,
but more fundamentally because the genetic
variability, in the proper sense of ability to vary,
will change, because the genotype-phenotype map
itself will be changing under directional selection
unless gene interactions are truly additive on a
functional level (Hansen and Wagner, 2001). Both
gene effects and mutational variation will change
in ways that depend on the functional epistatic
interactions among genes. The evolutionary sig-
nificance of measures of short-term evolvability is
perhaps best regarded as an empirical question
that may eventually be answered through testing
the predictions against patterns of evolutionary
change on multiple levels. But regardless of level,
the evolvability of quantitative characters needs to
be reassessed with an eye to how much of the
genetic variation can reasonably be expected to be
useful for adaptation.
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APPENDIX A: The G-matrix: Above the diagonal are additive genetic covariances (+ SE), and below the diagonal are additive
genetic correlations and, in bold, phenotypic correlations. To obtain the covariances each pair of traits is analyzed separately
with a model that includes an additive genetic and an environmental covariance matrix. The genetic variances given on the diagonal
are computed separately based on a model including only an additive genetic and a residual variance component
(these are usually almost identical to the estimates from the pairwise analyses)

UBW UBL LBW LBL GAD GSD ASD CMD GW GH GD GN GA PDL SL SW
UBW 186 125 168 136 019 023 041 012 044 036 0.22 247 3.60 0.34 0.26 046
+79 +.55 +.86 +.68 +.13 +18 +.26 +.060 +.20 +.14 +.080 +.1.05 +.143 +.17 +.21 +.045
UBL 088 105 121 111 017 079 039 068 021 019 013 144 1.83 0.30 012 —006
0.82 +43 +.60 +.51 +.10 +12 +.20 +.041 +14 +10 +.060 =+.76 +98 +13 +15 +.0.30
LBW 097 093 162 137 010 0.15 049 011 036 034 021 2.09 3.21 0.30 0.17 031
091 0.74 +101 +78 +14 +020 +.28 +.070 +.22 +.16 +.090 +117 +157 +19 +.23 +.051
LBL 085 093 091 136 012 079 050 054 025 022 016 1.56 218 0.31 012 008
082 0.89 086 +68 +12 +15 +.24 +.051 +.17 +12 +.070 +.94 +1.23 +16 +19 +.039
GAD 059 063 032 041 060 052 075 029 010 058 036 051 0.68 052 074 003
0.31 0.25 0.23 0.15 +.037 +.035 +.052 +.012 +.040 +.028 +.016 +.23 +.28 +.032 +.041 +.009
GSD 060 0.28 044 0.25 0.87 078  -028 .029 095 060 .047 0.20 0.63 029 066 012
0.69 0.45 0.68 0.52 0.29 +.055 +.064 +.016 +.050 +.035 +.022 +.26 +.35 +.040 +.057 +.012
ASD 051 066 069 078 050 —-017 0.35 012 069 054 013 074 0.61 014 —-012 —007
0.33 0.53 0.22 0.30 0.02 0.16 +15 +.023 +.074 +.052 +.029 +44 +.52 4007 +.075 +.017
CMD 078 060 077 042 096 087 019 011 027 027 018 025 0.25 013 022 .005
0.36 0.27 0.32 0.09 0.06 0.15 0.16 +.007 =+.017 +.013 +.008 +.09 +12 +.014 +.018 +.004
GW 077 049 067 051 104 085 028 062 017 011 066 074 1.20 065 099 027
0.51 035 045 035 0.22 049 0.17 042 +007 +.040 +.026 +.35 +47 +.047 +.058 +.014
GH 086 059 082 0.60 079 0.74 030 081 0.93 090 049 065 0.92 069 063 014
0.50 0.37 043 036 023 048 0.16 041 0.76 +.035 +018 +.26 +.34 +.034 +.041 +.009
GD 087 070 086 072 0.88 093 012 0.89 092 095 029  0.33 0.49 042 056 .009
0.58 0.48 0.51 0.46 0.29 052 0.44 0.48 0.77 0.73 +.011 +13 +.18 +.020 +.026 +.005
GN 077 057 067 053 085 0.31 051 110 079 094 0.86 5.36 6.36 0.51 0.24 090
0.20 0.08 0.16 0.03 0.12 0.20 0.09 0.25 0.68 0.71 0.51 +236 +257 +026 +0.30 +.069
GA 083 056 078 058 0.89 0.75 033 075 097 099 094 0.90 942 0.65 067 017
0.53 0.39 046 0.37 024 050 0.18 0.43 091 096 0.78 0.74 +346 +034 +041 +.10
PDL 079 089 076 082 0.68 033 076 041 051 072 075 0.68 0.67 098 062 -.002
0.63 0.65 057 065 030 042 0.40 0.29 047 045 052 0.16 0.47 +.050 =+.051 +.010
SL 068 043 048 038 114 085 —0.07 067 104 083 114 0.37 0.91 0.70 082 012
0.66 0.57 0.63 062 026 0.75 0.06 033 0.63 0.64 065 0.28 0.67 059 +.077 +.015
SW 042 —-08 032 009 015 053 —-015 0.53 083 055 063 048 067 —010 0.53 007
0.56 0.46 0.53 0.52 0.25 0.60 0.07 0.32 0.61 0.58 0.55 0.24 061 0.52 0.82 +.004




